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Introducing IBM Storage FlashSystem

Common software Fleet-wide
platform for hybrid- = . monitoring,
cloud integrations and (& [BM Storage Insights analytics and Al
automation ®; IBM Storage Virtualize assistance
AI-enabled _ » Scalable systems for

every capacity and

computational storage |
performance point

for efficient data
processing and
ransomware threat

detection
& &
Data Resilience Cloud Ops
Drive down data storage Prevent, discover and recover Simple management and

costs in the Datacenter from Cyber attacks consumption



IBM FlashSystems FAQ

IBM FlashSystem and SVC Family 2024

Hybrid Cloud

Spectrum Virtualize
for Public Cloud

FlashSystem 5200 i _ g T

FIaShSystem =m Microsoft Azure
» FlashSystem 9500 and AWS
F|aShSyStem 7300 9500R — ¢ IBM Cloud

5015 and 5045

a IBM Spectrum and automation

Y| IB edictive support


https://www.ibm.com/downloads/cas/2DWAMWRB

IBM NVMe Enterprise Storage
One Family Simplicity
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FlashSystem 5300 concentrates high-capacity
and data resilience in a physically small package

~1.45x IOPS 1.3x GDb/s
FrOn’[ — FlashSystem : ESE — :|_ rack uni’[

Rear -

« Holds up to 1.3PB of raw effective capacity.

« Supports up to 16-32Gb/s or 8-64Gb/s Fibre Channel ports.
« Comes with built-in 10/25Gb/s Ethernet ports

» Includes SW-based ransomware threat detection (RTD) and typically also has HW-based RTD




Memory Options

Name Per Node EncFI)c?:Zure
Base 1 326 604G
Base 2 128G 250G
Option 1 256G 512G

DIMMSs Per
Node

1x32G

2X64G

4x64 G

Support for these features
requires at least 128G (Base 2)
of memory per node:

Policy-based replication
and PB-HA

 Data de-duplication

«  Embedded VASA provider
and VVols replication

«  Storage Insights
Integration

Development recommend 128G (Base 2) for deployments that require advanced IO Features

16



Non-disruptive Hardware Upgrade

— 5200 clusters can be upgraded to use 5300 node canisters
with no disruption to host IO

— No performance impact to using 5200 midplane at PCle
gend

— All drives supported on 5200 remain supported on 5300

— Only the 10Gb Ethernet HBA card is supported on the
5300. On board ports run 10/25Gb

5200 Canister A | 5200 Canister B

5200 System

5200 Canister A | 5300 Canister B

Mixed 5200/5300 System

5300 Canister A | 5300 Canister B

5300 System

17



Sottware Highlights

Key Features

— Ransomware Threat Detection with
FCM 4.1 and Sateguarded Copy

— Embedded VASA provider

— Secure Boot/Measured Boot and
Secure Firmware

— Policy Based Replication and HA

Improved Features

Snapshot increased to 10PIB of target
capacity (compared to 4PiB on the
5200)

More Ethernet I/O Ports

Management Simplification

Performance

18



Feature Guide: Secure Boot

— 5300 I1s our most secure product to date
— All secure boot features from the 9500 are included

— Additional security is provided by enabling secure
boot capabilities of the PCle switch

BIOS

Password protected to prevent tampering or
force booting from untrusted devices

Checks bootloader signature and only boots
If signed with our private key

Boot Drive

All filesystems with execute permissions are
encrypted to prevent tampering

TPM

Measures boot process and allows
decryption of the boot device only Iif BIOS,
bootloader and kernel signatures are trusted

PCle Switch (New)

Verifies firmware signatures and only boots if
they match key provided at manufacture time

19



F FlashSystem

[ J—

1x FlashSystem 5300 .
Equipped with 12x 38.4 TB FCM4
In distributed DRAID6 (9+P+Q)

1 PBe with 3:1 comp.

1 EIA unit or
682 TBe with 2:1
or
341 TB w/o compr.
MOre I/OS & TB Up {o 300 k I/OS Inline Native Hardware Compression Algorithm

(250 k <1 ms latency)
@ 70/30 RIW
50% cache hit
16 KB block




Energy savings estimates
(Belgian Client Example with FS5200)  energy savings : X2

Physical footprint savings :

1] . §
ix|
|| ol vl PO M o P L P e g nl e | (A e S L U R 1 e T Price of kWh in Belgium (€) (1) 0,30 € Watt BTU/Hr kWh/year Energy savings
3 S AB Direct SQVINGSs (ENEIGY) : eoueeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeieeeeeea, 2010 17.607,60 5.282,28 €
il Indirect savings (COOlING) : ......ccouueeveeeeeeeeeieeeeeeeeeeeeeeeee e 6.072 15.588,66 4.676,60 €
Total yearly savings (Energy & €Cooling) : ...............ooouueeeeemuueeiieiiiiiiiiiiieeieeiieeeevinnn 9.958,88 €
TOLAl SAVINGS JOI 5 YOOIS < ...ttt ettt ettt ee et eeas 49.794,39 €
e
" S Sources:
=
- (1) Indicative, please use your cost per kWh
Watts to kilowatt-hour calculation formula
. The energy E in kilowatt-hour (kWh) is equal to the power P in watts (W), times the time
—_— e _:" period t in hours (hr) divided by 1.[}00:
e BN £ (kwh) = P(w) % {(hr) / 1000
How to convert BTU/hr to watts
== » e W e B e B e B e s e W e ® e w W W B B, B e W e e W e W W e B l BTLTh r= 02 9 307 l 07 R\:
L M So the power P in watts (W) is equal to the power P in BTUs per hour (BTU/hr) times
A - 0.29307107 and is equal to the power P in BTUs per hour (BTU/hr) divided by
' 3.412141633:




Usable storage amount
0 100 TE 25 1000 TR

Performance level )
Lite Medium High Extreme

200-100K I0OPS 100K=-200K IOPS 200k-4 20K IOPS 420K-1.25M 10PS5

Industry Average © IEM FlashSystem 5045

0 Drrve type Flash Elash-SFE ()
= Rack units 3 2 (i

A B LN . = = L L i
il Carbon aulput 212 grams CO: per KWh 5.4 grams C0: per KvWh L/

Total energy costs saved over S years

£

Choosmg [BM, vou could save an estimated 142 trees

Data Storage Sustainability - Economic Impact Calculator



https://www.ibm.com/flashsystem/data-storage-sustainability?schedulerform=#economicimpactcalculator

Paradigm shitt: Need tor Cyber Recovery

Cyber Recovery I1s tundamentally difterent from traditional recovery

Category Traditional Recovery Cyber Recovery
Nature of impact Rando-m . Targeted .
e.g. natural disasters engineered for maximum impact
' - Global Need Early
Scope of Impact Local / Reglonal can affect any connected systems ~ Detection
Backup repository Not typical Possible
affected yP -
- Unknown o
Recovery point Known need most recent uninfected copy
L L Need Safe
Mitigation objective RPO/RTO RPO/RTO + Safe Recovery ~ And Rapid
Recovery
Duration of Impact Hours to Days Days to Weeks

Relative probability of

Low High
occurrence



Introducing IBM Safeguarded Copy

Speed recovery from cyber attacks




Cyber Vault value — Detect, Respond, Recover Faster !

E Recover Recover

BreaCh i i Infra$tructure IBreaCh i lnfrastructure

: | o recovery recovery
mp act T
2 : :

‘ Platform Platform

recovery Recovery
' Complete;
Initial ’k
Compromise 30 45 60 90 2hrs 10 hrs 2 days 3days 1week 2 weeks

Tier 1 Tier 2
Recovery Recovery

1 Corruption of data occurs - but not yet detected

v IBM Cyber Vault Effect

Due to the Cyber Vault environment and the use of Safeguarded Copy

technology, data is continuously checked and corruption is found and
3 It takes even longer to identify all impacted data once the corrected EARLIER and FASTER

corruption has spread within the enterprise

2 Without the IBM Cyber Vault environment corruption Is
detected much later and has a greater chance to spread



FlashCore Module V4
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Side-by-side comparison of IBM FCM4 and Ind. Standard SSD

QY0ALAY81336999

umlurruwww (¢

> Ké&

SUESYE
Built-in Encryption v X
SUERSVE _Built-in Y 5
Compression
Ransomware | :
Detection v X g;;@.j’;’ §4355
Extensive =
Health Binning v X f
Extensive Y X ; ' 5
Heat Segregation :
555 N i &
W, S Variable Voltage v X :.
- i
SR Variable Stripe
| RAID (Intra Module v X
® \ i%&:\'fvmtmmcmmt RAID)
[ m«ﬁ‘ W 3000000 ".muunutﬁ
el "' .
1 T ~70us latency v X

IBM FlashCore Module (FCM) product guide



https://www.redbooks.ibm.com/redpieces/pdfs/redp5725.pdf

FCM4 as a Drive

FCM4 1s PCIe 4.0 across all drives -CM4 s transparently compatible with FCM3
(FCM3 was S/M: PCle 3.0, L/XL: PCIe 4.0) for existing systems

nle 1o extend current FCM3-DRAIDS

ole to run as additional pool
ready as FCM3 tield replacements

FCMA4 Is supported In

ashSystem 52007
ashSystem 7300™
asnsSystem 9500

> > >

* PCle 3.0 auto negotiation

29



But How Do You
Detect Ransomware

Threat Signature

Sample Hash Comparison

Block Level Monitoring tor Anomalies

Data Behavior Signals

Network Signals

Network-Level Monitoring tor Anomalies

31



Cyber Attacks: Similar IO Access Sequences
T
EXFILTRATE READ ENCRYPT DELETE READ ENCRYPT OVERWRITE
File File File File File File File
Locked Locked
Open Open Open Open Open Open Open
Read Read Write Delete Read Write Read
(encrypted) (encrypted)
Delete Close Close Close Close Close Write
(encrypted)
Close Close

32



Workload anomaly alerts in

8.6.0 & Storage Insights Pro Statistics are used to
Using FlashSystem detect highly random
controller CPU will data and IO patterns to

analyze incoming write detect encrypted data
~ I/Os written in by
Lq: ransomware

Encrypted

Payload
Detection

-ncrypted data detection is computed (byte
Oy byte) in the write cache destage, but it is
computationally intensive.

0 reduce pertormance impacts the
measurements are collected on samples of

Compression . 1 1never 100 IOs

DSS / © 2023 IBM Corporation / IBM Confidential




Ransomware Threat Detection With FlashCore Module 4

30+ data statistics analyzed in detection engine

Compression Statistics . . .
detection
Shannon Entropy
Chi-Squared
LBA Addressing and

Changes in Read /
Write Throughput Sequencing Patterns

Processed on EVERY write with ZERO performance impact!

Encrypted payload




Ransomware Threat Detection — Learning Patterns

Malware such as ransomware attacks can be detected from storage 10 patterns and data analysis
Example “Wannacry ™

Encrypted payload (- avg, — max, — min):

8.0 'WannaCry_S2' - Entropy
(high? -
6.4 |
0 Payload encrypted — before and
%'8 Max Entropy f k.
E& Min Entropy a. ter attac .
3.2 —— Mean Entropy
%’ 40 Data + OS same partition - modified data
u1.6 | B sdc2 (not infected)
| 35, B sdc2 (infected)
00
(low) 500 1000 1500 2000 2500 3000 301
. Time (sec) /
IOPS (— read, erte): < 25 28 04 (y
. 0
'WannaCry S2' - Read and write IOPS g f e
modifi fter th
w000 | | = — §15- Ottdal;ca odified after the
TR YL T Writes altac
8001 (TF i 'i\’ P | ' | | M | | i\ 10 1
600 [ i | ; "‘:.' sl "’;:‘ “ ‘ i 1 ;r: - .\,fyi I L kil .; | Lk ’4_1 I ‘ ' ‘@. . ‘f | 5
s |l AN
400, 0 e
! " l 0 1 2
| {1
200* | P '&J W ! % ﬂ q ’ ‘N, | | el
0 M‘ w "MNM M \WW J i
0 500 1000 1500
\ Time (sec)

[ | 0 activity of ransomware | ]




Ransomware Threat Detection with Storage Virtualize

=

Proven Machine Learning
(ML) model trained on
real-world ransomware

O

Non-disruptive patchable
updates to keep up with
new attack patterns

IBM
Storage - -
Virtualize

IBM .1
Storage
Virtualize

B

Inferencing Engine

V]

Benign

Ransomware

.o

IBM
Storage h
Insights

. Responses
Ex: Create External Tools -/ Actions
SGC Snap ;
to limit /%LP *
scope ’ :Ji

IBM Qradar SOAR / Defender



03 2021: IBM FlashSystem SareGuarded Copy

Safeguarded
O C
opy

| ) I
—

Production
Data

18:00

15:00

12:00

09:00

06:00

1.

Safeguarded immutable
copies created throughout

the day

Ablility to perform rapid
restore of immutable copy
when required



Cyber Vault Workflow
Test & Validate data before recovery

Proactive
o
Safeguarded 2k m:ii]g 1. Safgguarded ijmmutable
> Copy — Attac N copies create
-~ 18:00

) - m D detected § throughout the day
L . 5,
Production E j> 15-00 - / 2. Attac_:k c_letected by
Data = monitoring software

T

L 12:00 3 ¥ 3. Restore volumes to Cyber

I;
é_

Vault and run tools to
validate If data corrupted

09:00

yber Vault 4. Clean copy quickly identified
and restored
to production

O

06:00

)
.

.
)
)
)



Cyber Vault Workflow
Test & Validate data copies proactively

3 Proactive
monitoring
Safeguarded Attack
oD
< > Copy S0 18:00 detected l/S
C o mmmm ]l ompy o N
Production —— 15:00 - o
— -
Data e
—
L4— g 1% 10
1 1 ‘
- -
—— 09:00 5
) )
Cyber Vault
t.j 06:00
w_ s




How Cyber Vault Works
ldentify problems and solutions faster, minimize recovery impacts

Cyber Vault ;

Production VMs Cyber Vault VMs

Data recovery and

consistency Test 1. Establish an aIySiS

monitoring

environment

ecovery Tools Diagnostics _ .
3. Determine data validity

>
- Restore

Production —— ,jj : Cyber Vault

volumes ) recovery volumes

Safeqguarded L ) — — J Recover
| ) @® @ @ |
) )

Copy




Cyber Resilience
Assessment

The Cyber Resiliency

Assessment provides a way to
evaluate the current data resilience o
the organization, identities strengths
and weaknesses and provides

recommendations to build an
effective cyber resilience plan

IBM Cyber Resiliency Assessment

Storage Cyber
Resiliency &
Disaster Recovery

Assessment Report
IBM Security & Resilience

January 5, 2021
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https://www.ibm.com/downloads/cas/W7VJLDPE

Policy Basea
Replication (PBR)
VS

Global Mirror (GM)



GM vs PBR

Selected Resources 1/1 | last lhour 6hours 12hours 1day 1week 1month 6months 1year L HOEp -
@ Fs5200. —20 i
2,500 — 5
Impact of switching from Global Mirror
(GM) to Policy Based Replication (PBR)
1,500 —
= g :
§ 1.0 E
Metrics (+) 2/6 1000 M
Write I/O Rate - overall A
. . L 0.5
Write Response Time
500 —
0 | - | | Write Response Time | | 0.0
Wed 24 06:00 12:00 18:00 FS5200-5 = 06:00 12:00
Anr 24 2024 21-36°59
Data Resolution ] ]
paily | Hourly | Sample 02:01 Apr 24, 2024 - 14:01 Apr 25, 2024 &




FOW with G

M

End of week duration with GM

Selected Resources 1/1 Last: 1hour 6hours 12 hours 1day 1week 1month 6 months 1year () [=» &
@ rss200-0 0. 6,000 — —2.0
[\“ — 1.5
4,000
= 3
= —10 =
o o
Metrics i _ | 2!5 %\ k\’-—v—%_‘.v’—\l
Write I/O Rate - overall 2,000+ w
. . — 0.5
Write Response Time
0 | | | | | 0.0
Apr 21 06:00 12:00 158:00 Mon 22 0&6:00
o Eati;‘fjslﬁ't;%ple 00:00 Apr 21, 2024 - 08:00 Apr 22, 2024 4




EOW with PBR

EOW with PBR

Selected Resources 1/1 Last: Thour 6hours 12hours 1day 1week 91 month 6 months 1 year () [» E
@ rFs5200- 12,000 — —1.0
10,000 M NJ\'\P‘”—\
— 0.2
2,000 —
— 0.6
w 3
9 6,000 EC”?
= -
Metrics (+) 2/6 - 0.4
Write IfO Rate - overall 4,000+
Write Response Time MJ‘MN | oo
2,000
0 = | | ] i — i 0.0
Apr 23 06:00 12:00 12:00 Mon 29 06:00
Data Resolution
: 00:00 Apr 28, 2024 - 08:00 Apr 29, 2024 -
Daily | Hourly | Sample




RPO

Selected Resources 1/1 Last: 1hour 6hours 12 hours 1day 1week 41month 6 months 1year =53 = E
L i Volume Group 1.0 —
0.8 —
0.6 —
o
Metrics (+) 2/6 0.4—
Average Recovery Point
Worst Recovery Point 0.2
0.0 L I [ [
Thu 25 Fri 26 Sat 27 Apr 28 Mon 29 Tue
Data Resolution 03:09 Apr 25, 2024 - 15:09 Apr 29, 2024 &
Daily | Hourly | Sample
Actions = ‘ ‘ Edit Table Metrics v Filter...
Name Average Recovery Point (seconds) Max Average Recovery Point (seconds) v Average Worst Recovery Point (seconds) Max Worst Recovery Point (seconds) L]
0§ © == volume Group 0.00 0.00 0.00 0.00

Showing 4 item | Selected 1 item

Apr 25,2024, 03:09:00 — Apr 29, 2024, 15:09:00

Refreshed 132 minutes ago
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